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    Chapter 3   
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    Abstract 

   With the expansion of genomics and proteomics data aided by the rapid progress of next-generation 
sequencing technologies, computational prediction of protein three-dimensional structure is an essential 
part of modern structural genomics initiatives. Prediction of protein structure through understanding of 
the theories behind protein sequence–structure relationship, however, remains one of the most challeng-
ing problems in contemporary life sciences. Here, we describe MULTICOM, a multi-level combination 
technique, intended to predict moderate- to high-resolution structure of a protein through a novel 
approach of combining multiple sources of complementary information derived from the experimentally 
solved protein structures in the Protein Data Bank. The MULTICOM web server is freely available at 
  http://sysbio.rnet.missouri.edu/multicom_toolbox/    .  

  Key words     Protein tertiary structure  ,   Template recognition  ,   Multiple template combination  ,   Protein 
structure prediction  ,   Structure quality evaluation  ,   Structure quality enhancement  

1      Introduction 

 The past few decades have witnessed an explosive growth in 
genomics and proteomics data. With the advancement of high- 
throughput genome sequencing technologies, the total number of 
gene and protein sequences is increasing exponentially. Therefore, 
in this genomic era, one vital goal for life scientists is to acquire 
knowledge from this vast repository of resources for better drug 
design and disease prevention strategies. Proteins fold into a three- 
dimensional structure, called tertiary structure, in order to carry 
out necessary biological functions, and therefore a high-resolution 
tertiary structure of a protein is the key to understanding and 
manipulating its biochemical and cellular functions. However, the 
rate of protein structure determination by experimental techniques 
(e.g., X-ray crystallography or NMR spectroscopy) lags far behind 
the rate of acquisition of new protein sequences primarily due to 
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the time-consuming and expensive nature of the experimental 
methods. Therefore, the gap between known protein sequences 
and structure will continue to widen in the future making it impos-
sible to experimentally solve the structures for all proteins. 
Consequently, less expensive and time-effi cient computer-assisted 
prediction of protein tertiary structures is becoming increasingly 
popular. 

 Around 50 years ago, Anfi nsen discovered the fact that all of 
the information necessary for RNase A to fold into its native struc-
ture is contained in its amino acid sequence, suggesting that the 
structure of a protein could be derived uniquely from its sequence 
alone [ 1 ]. Subsequently, interpretation of the sequence–structure 
relationships in proteins has become an active area of research in 
the fi eld of biological sciences. As soon as the experimental struc-
tures of the fi rst few proteins were made available, it became clear 
that evolutionarily related (homologous) proteins tend to retain 
the same overall three-dimensional fold (i.e., the arrangement and 
association of structural fragments) while accumulating some 
divergent mutations [ 2 ]. Moreover, despite being strongly corre-
lated, structural divergence is much slower than sequence diver-
gence [ 3 ]. These two important fi ndings gave birth to one doctrine 
in protein structure prediction (also known as protein modeling) 
called homology modeling or comparative modeling (CM) [ 4 ]. 
Traditionally, this technique attempts to map the sequence of one 
protein (a target) to the sequence of another protein with a known 
structure (a template) to deduce the overall fold of the target and 
subsequently alter the target structure according to its sequence 
divergence with respect to the template. This approach is also com-
monly known as template-based modeling (TBM) and is one of 
the most widely used techniques in computational protein struc-
ture prediction. Intuitively, the success of TBM depends largely on 
the availability and ability to identify suitable templates for the tar-
get as well as the sequence similarity between the target and tem-
plate. The accuracy is usually low when only a relatively distant 
homologous template is available for the target. Promisingly, con-
stant efforts have been made by the community in the last decade, 
resulting in continual improvement of the accuracy of computa-
tionally based structure prediction. 

 With the aim of an objective assessment of the improvement in 
state-of-the-art methods for protein structure prediction, Moult 
and co-workers organized the biennial community-wide experi-
ment called critical assessment of techniques for protein structure 
prediction (CASP) [ 5 ]. It was clear from the assessment of the 
CASP blind experiment that the accuracy of computational protein 
structure can be improved by combining information from multiple 
templates instead of relying on a single template [ 6 – 8 ]. This con-
cept is at the heart of the MULTICOM protein structure  prediction 
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system [ 9 ]. MULTICOM essentially is a robust framework which 
aligns the target protein with multiple complementary templates 
and attempts to enhance the accuracy of structure prediction using 
a novel model combination approach followed by quality assess-
ment techniques [ 10 ,  11 ] to refi ne the alternative models with the 
goal of selecting the best structure. MULTICOM offi cially made its 
debut in CASP8 [ 12 ], and the assessment of the results demon-
strates the effectiveness of the method across diverse target diffi cul-
ties (i.e., for easy cases where a suitable template can be identifi ed to 
hard cases where only distantly homologous templates are avail-
able). With its consistent success during the CASP9 experiment, 
MULTICOM has been acknowledged by the community as one of 
the “best public CASP-certifi ed protein structure prediction serv-
ers” (  http://predictioncenter.org/index.cgi?page=links    ). 

 In the subsequent sections, we attempt to provide a thorough 
and comprehensive overview of the MULTICOM protein struc-
ture prediction suite. Subheading  2  (Materials) describes the input 
data, step-by-step instructions on how to use the MULTICOM 
web interface in order to generate the tertiary structure of a pro-
tein, and how to interpret the results. In Subheading  3  (Methods), 
we provide methodologies used to develop the multi-level combi-
nation pipeline used in MULTICOM. Two representative exam-
ples have been furnished in Subheading  4  (Case Studies) for users 
which describe the typical use of the system and the way to analyze 
the output. Subheading  6  (Notes) covers some benefi cial tips to 
aid the users of MULTICOM on how to use the system seamlessly 
and resolve any potential issues during the execution of the pipe-
line or analysis of the results.  

2     Materials 

  The input for the MULTICOM web server is the single-lettered 
amino acid sequence of the protein whose tertiary structure is to 
be predicted. The web server also needs a target name and e-mail 
address along with the amino acid sequence. The target name 
uniquely identifi es the job, which is helpful when there is more 
than one job being submitted. The e-mail address is where the 
server sends the predicted model once the prediction is complete.  

  Predicting a protein’s structure using MULTICOM is a two-step 
process. The fi rst step is to submit the amino acid sequence to the 
server and then wait for the results. The second step begins after 
the MULTICOM web server sends an e-mail with the predicted 
structure as an attachment. The attached structure fi le is a standard 
protein data bank (pdb) fi le and can be visualized, analyzed, or 
evaluated using any available tools. 

2.1  Input

2.2  Usage

The MULTICOM Protein Tertiary Structure Prediction System
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  The input sequence of amino acids should not contain any letters 
or characters other than the 20 standard amino acid symbols. Any 
special characters such as *, $, and & should be removed from the 
sequence. White space characters including space, newline, tab, 
and carriage return should also be removed from the sequence. 
Once the e-mail address, target name, and sequence fi elds are 
fi lled, clicking on the predict button displays a status page. Figure  1  
shows an example input for chain A of the protein with PDB ID 
3MR7. All data in the input fi elds, including the e-mail address, 
needs to be verifi ed before clicking on the predict button.

     Once the server completes the prediction, the results are sent to 
the corresponding e-mail address. The e-mail sent by the 
MULTICOM web server contains two attachments: model.pdb 
and align.pir. The PDB codes of the template sequences along with 
their alignment score are also included in the e-mail body as a list.   

  The pdb fi le attached is the standard pdb fi le that has the  x ,  y , and  z  
coordinates of each atom in the protein and is in standard CASP 
format (  http://predictioncenter.org/casp8/index.cgi?page=format    ). 
The pir fi le attached is a multiple sequence alignment fi le that shows 
sequence alignment of the input sequence with the templates found 
during the prediction process and is used to generate the predicted 
structure. The pdb fi le can be visualized using any viewer tools 
such as Chimera [ 13 ], PyMOL [ 14 ], Rasmol [ 15 ], and Jmol [ 16 ]. 

2.2.1  Step 1: Submit 
the Sequence

2.2.2  Step 2: Download 
the Prediction

2.3  Output

  Fig. 1    The MULTICOM web server input page being fi lled with the sequence of chain A of a protein with PDB ID 
3MR7. The input sequence is text wrapped in the text area and does not contain any white space characters       
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Figure  2  shows an example of visualizing the model.pdb fi le predicted 
for chain A of a protein with PDB ID 3MR7. In case the native struc-
ture is also available, tools like TM-score [ 17 ] may be used to evalu-
ate the prediction. Additionally, the alignment fi le may be analyzed 
for alignment information in order to understand the contribution of 
each template to the predicted model.

     The MULTICOM web server is freely accessible at   http://casp.
rnet.missouri.edu/multicom_3d.html     which is in the MULTICOM 
toolbox (  http://sysbio.rnet.missouri.edu/multicom_toolbox/    ). 
Prediction time depends on factors including server load, length of 
the input sequence, and diffi culty of the query (i.e., whether or not 
good templates can be found).   

3     Methods 

 As shown in Fig.  3 , there are fi ve steps in the MULTICOM protein 
structure prediction system [ 9 ,  18 ]. The fi rst step generates a num-
ber of templates and their sequence alignments for an input query 
sequence. The second step generates a number of query- template 
alignments. The third step creates several structures (also called 
protein models) for the query. The fourth step evaluates the qual-
ity of the generated models. The last step improves the quality of 
the generated models. Finally, the system outputs the predicted 
model with the best quality.

2.4  Availability

  Fig. 2    The MULTICOM web server’s prediction for chain A of a protein with PDB 
ID 3MR7 visualized using PyMOL       
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    Template recognition needs a template library in order to identify 
the templates for the query sequence. In this system, the template 
library has been constructed based on the PDB [ 19 ]. The tem-
plate library includes information such as template sequence, 
template structure, secondary structure, solvent accessibility, 
and template sequence profi les. 

 In this step, sequences homologous to the query are fi rst found 
by searching the query sequence against the non-redundant pro-
tein sequence database via PSI-BLAST [ 20 ]. The query and its 
homologous sequences are then searched against the template 
library by different search tools [ 20 – 27 ] in order to fi nd a number 
of templates with information about the structure of the query. 
A number of templates with low  e -values are generated after these 
searches, along with local alignments between the query and its 
templates ( see   Note 1 ). The top-ranked templates and their query- 
template alignments for each tool are saved separately. A consensus 
list of the top-ranked templates is also generated according to the 
number of times it is identifi ed by each search tool.  

  This step integrates multiple template structures coming from the 
previous step and generates a number of combined query-template 
alignments. This is done because multiple structurally similar tem-
plates may provide more accurate structural information for the 
query than a single template [ 6 ]. Three multiple template combi-
nation methods are used in this step. 

 The fi rst method creates a combined query-template alignment 
based on the query-template alignments generated by each search 
tool. The combined query-template alignment contains the best 
query-template alignment and some other query-template align-
ments that have similar  e -values with the best alignment. The aligned 
regions of all alignments have consistent structures ( see   Note 2 ). 

3.1  Template 
Recognition

3.2  Multiple 
Template Combination

  Fig. 3    The MULTICOM protein tertiary structure prediction system       
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 The second method creates a combined query-template 
alignment based on the consensus list of templates. For each 
template, TM-Align [ 28 ] is used to align it with all other templates 
and the aligned regions are used to generate the multiple sequence 
alignment of this template. Then the multiple sequence alignment 
tool is used to align the multiple sequence alignments of all tem-
plates and that of the query to get the combined query-template 
alignment. 

 The third method uses three kinds of query-template align-
ments generated by PSI-BLAST [ 20 ], HHSearch [ 25 ], and SPEM 
[ 29 ] separately. This method combines these alignments for one 
query in this order: the PSI-BLAST local alignment, HHSearch 
alignment, and SPEM global alignment.  

  This step fi rst checks the templates identifi ed by the previous steps. 
If there are one or more templates which can cover the whole 
query or most of the query with very short unaligned regions 
( see   Notes 2  and  3 ), the TBM tool Modeller [ 30 ] is used to gener-
ate a number of models. If there are no homologous templates or 
only one template covering a part of the query, a recursive protein 
modeling method [ 31 ] is used to generate the models. This 
method fi rst uses the TBM tool Modeller [ 30 ] to model the 
regions which are aligned and covered very well by templates. We 
call these regions certain regions, while the unaligned regions are 
termed uncertain regions. A variant of Rosetta [ 31 ,  32 ] is used to 
construct other uncertain regions. Depending on the amount of 
template information available, the method may use only the TBM 
method or template-free modeling method or combine TBM 
method and template-free modeling method to generate a struc-
ture for the query. The fi nal product of this step is a model pool for 
the query.  

  This step evaluates the quality of each model without knowing the 
native structure. In order to evaluate the quality of each model and 
identify the more accurate models, three structure quality evalua-
tion methods are used. The fi rst method (ModelEvaluator [ 33 ]) 
provides each model with an absolute quality score based on the 
features of that model ( see   Note 4 ). The secondary structure, sol-
vent accessibility, contact map, and beta-sheet topology of the 
model can be parsed from the model directly, and they also can be 
predicted from the target sequence [ 34 – 36 ]. For each of them, we 
use the difference between that parsed from the model and that 
predicted from the target sequence as a feature. The second 
approach uses the structure alignment tool TM-score [ 17 ] to cal-
culate the similarity score between the model and all other models 
in the model pool and then uses the average similarity score as the 
quality score of this model ( see   Note 5 ). The third method tries to 
combine the fi rst two approaches. It selects the top models based 

3.3  Protein Structure 
Generation

3.4  Structure Quality 
Evaluation
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on the quality score using the fi rst method as the reference model set. 
Each model is compared with all models in the reference model 
set, and the average similarity score is used as the quality score. 
The local quality score of each residue is also calculated in this step. 
This is accomplished by aligning a model with each model in the 
reference model set. The distance between each residue in this 
model and its counterpart in a reference model in the reference set 
is calculated separately as a local quality score. Finally, the local 
quality score of each residue is the average distance of this residue 
and all of its counterparts.  

  In this step, the top-ranked models based on the structure quality 
evaluation are searched against the model pool to check if there 
exist other similar models ( see   Note 6 ). If there are some similar 
models, this step combines the top-ranked models with the similar 
models. Otherwise, very similar local regions of other models are 
combined with the top-ranked models. This model combination 
can usually get better models than the original top-ranked models. 
Moreover, the local quality score is also used for the structure qual-
ity enhancement. The regions with very poor local quality scores 
are resampled by a variant of Rosetta [ 31 ,  32 ] which constrains the 
local region modeling without changing other regions. The fi nal 
prediction of this system is the best refi ned model.   

4     Case Studies 

 As case studies, the MULTICOM web server was used to predict 
tertiary structure of the fi rst chains (chain A) of two proteins: 
adenylate/guanylate cyclase/hydrolase from  Silicibacter pome-
royi  and diguanylate cyclase from  Pelobacter carbinolicus . These 
proteins were also listed as prediction targets in CASP9 with 
target id as T0520 (  http://predictioncenter.org/casp9/target.
cgi?id=21&view=all    ) and T0634 (  http://predictioncenter.org/
casp9/target.cgi?id=178&view=all    ), respectively. These two 
protein sequences were supplied to the MULTICOM web 
server. The predictions were visualized using PyMOL and eval-
uated using TM-score and RMSD (average root mean square 
distance between the corresponding atoms) ( see   Note 7 ). The 
case studies show that the predicted structures are highly accu-
rate with TM-score value of 0.9454 for target T0520 and 
0.8547 for target T0634 and an RMSD value of 0.581 for 
T0520 and 1.257 for T0634. MULTICOM was ranked among 
the top ten predictors for both of these targets. 

  To predict the tertiary structure of adenylate/guanylate cyclase/
hydrolase (from  Silicibacter pomeroyi ), its corresponding fasta 
sequence fi le was downloaded from PDB [ 19 ]. The PDB ID for 

3.5  Structure Quality 
Enhancement

4.1  Case Study I
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this protein is 3MR7, and the fasta sequence fi le is available at 
  http://www.rcsb.org/pdb/fi les/fasta.txt?structureIdList=3MR7    . 
The sequence for chain A was copied to a separate text fi le to 
remove newline characters. After removing newline characters, the 
whole sequence, 189 characters long, was now in a single line that 
begins with the residues SNAE and ends with residues HVQH. 
The sequence was then copied and supplied as input to the 
MULTICOM web server as shown in Fig.  1 . The server took 
17 min to complete the task. The predicted structure (model.pdb) 
was then visualized with PyMOL. To visually compare the pre-
dicted structure with the native structure, the native structure was 
downloaded from   http://www.rcsb.org/pdb/fi les/3MR7.pdb    . 
Before performing the comparison, the native structure and pre-
dicted structure both need to be fi ltered for two reasons: the native 
structure has three chains, and the predicted structure has only 
one; thus, there may be disordered regions in predicted or native 
structures. Finally, the fi ltered predicted structure and fi ltered 
native structure were both superimposed and visualized in PyMOL 
as shown in Fig.  4 . Additionally, the predicted structures were eval-
uated using TM-score and RMSD ( see   Note 7 ). The TM-score 
value of 0.9454 and RMSD value of 0.581 show that the predic-
tion is very accurate.

     To predict the structure of diguanylate cyclase (from  Pelobacter 
carbinolicus ), steps similar to Case Study I were executed. The PDB 
ID for this protein is 3N53, and the fasta fi le was downloaded from 

4.2  Case Study II

  Fig. 4    Filtered native structure (shown in  green  color) and MULTICOM-predicted 
fi ltered structure (shown in  blue  color) superimposed using PyMOL for protein 
adenylate/guanylate cyclase/hydrolase       
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  http://www.rcsb.org/pdb/fi les/fasta.txt?structureIdList=3N53    . 
The 140-residue-long sequence starting with MSLK and ending 
with HHHH was supplied to the web server, and it took around 
half an hour for the prediction to complete. Similar to Case Study 
I, the fi ltered predicted structure and fi ltered native structure were 
obtained, superimposed, and visualized in PyMOL as shown in 
Fig.  5 . For this target as well, a high TM-score value of 0.8547 and 
RMSD value of 1.257 imply an accurate prediction.

5        Conclusion 

 Given the implications of protein structure in protein functional 
analysis and rational drug design as well as the limitations of existing 
experimental techniques to determine protein structure, computa-
tional approaches to predict protein structure will continue to be a 
necessity. The MULTICOM protein structure prediction pipeline 
stands ready to meet the needs of the research community and is 
accessible via a web service. The method uses a multi-level combi-
nation technique to combine multiple protein structure templates 
and sources of structural information to generate models and then 
employs a number of model refi nement and selection tools to 
return the best possible predicted structure. The MULTICOM 
system is capable of using both template-based and template-free 
modeling to handle the full spectrum of protein modeling and 
generate predictions for all protein structure prediction tasks from 
the relatively easy to diffi cult. The system has been thoroughly and 

  Fig. 5    Filtered native structure (shown in  pink  color) and MULTICOM-predicted 
fi ltered structure (shown in  yellow  color) superimposed using PyMOL for protein 
diguanylate cyclase       
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successfully tested in CASP8 and CASP9 and assessed as one of the 
best public, CASP-certifi ed protein structure prediction servers.  

6     Notes 

     1.    An  e -value is generated when using a search tool like BLAST 
[ 20 ,  21 ] to search the query against the template library. 
Usually, a low  e -value means that the template has high similar-
ity to the query.   

   2.    Regions of a protein model usually refer to continuous seg-
ments of amino acids. Two regions have consistent structures 
if the similarity score between them is higher than a set thresh-
old. The similarity score is calculated using the GDT-TS score 
generated from TM-score [ 17 ] when comparing them. In the 
MULTICOM system, we set the threshold to 0.75 for com-
parison of two regions.   

   3.    Very short unaligned regions mean that there are less than ten 
residues unaligned in the template.   

   4.    The absolute quality score of the model is the GDT-TS score 
between this model and its native structure. The GDT-TS 
score describes the expected similarity between the model and 
the native structure.   

   5.    This approach is very sensitive about the input model pool. 
When the input model pool is small or contains many poor 
models, this approach does not work very well.   

   6.    Two models are similar if the pairwise GDT-TS score is higher 
than a threshold. MULTICOM uses a threshold of 0.7 for 
comparison of two models.   

   7.    TM-score [ 17 ], RMSD (average root mean square distance 
between the corresponding atoms), and GDT-TS score are 
commonly used tools to compare and evaluate protein struc-
ture predictions. The online version of the TM-score tool is 
available at   http://zhanglab.ccmb.med.umich.edu/TM-score/    . 
To compare the native structure (e.g., native.pdb) with a pre-
dicted structure (e.g., predicted.pdb), the predicted.pdb fi le is 
uploaded as Structure 1 and native.pdb is uploaded as Structure 
2, leaving the e-mail address fi eld blank. After  running the com-
parison, the assessment results page shows the TM-score value.         
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